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BPC KPI’s 



	Service Item
	Service Measure

	· 99.90% System Availability   (2.5% KPI)
	· Current in scope applications include:  SAP R/3, Manugistics and PD2.  

· System Availability KPI - measured by the systems monitoring software running on the database server in the BPC.   

· For monthly KPI-reporting, system availability should be calculated as follows:

· SA% = ((A – B) / A) x 100  

· Where:  

· A* = Total hours of scheduled production system availability in the calendar month

· B = Total hours of unscheduled production in-scope systems downtime in the calendar month

· * Scheduled maintenance periods, disaster recovery events or planned outages should not be included in the system availability calculation.   

· Lockheed Martin will provide a monthly report containing systems availability and system response time from the data base server.   

	· 99% Network Availability  (2.5% KPI)
	· Measurement of network availability includes the BPC LAN up to and including the BPC ingress router.  

	· Category 1 Performance     (2.5% KPI)
	· 95% of all Category 1 requests acknowledged within 15 minutes during core business hours, and 90% within 30 minutes during non-core business hours measured in a 12-month rolling average.

· 90% of all Category 1 requests resolved within 4 hours measured in a 12-month rolling average.

	· Category 2 Performance     (1.0% KPI)
	· 95% of all Category 2 requests acknowledged within 15 minutes during business hours, and 90% within 30 minutes during non-core business hours measured in a 12-month rolling average.

· 90% of all Category 2 requests resolved within 8 hours measured in a 12-month rolling average.


	· Security Response (1.5% KPI)
	· 100% of potential security alerts, defined by CERT, logged and reviewed by the ISSO each business day.   ISSO must notify DLA BPC lead within 15 minutes of a potential or definitive security violation.  


KPI Stabilization Period 

· Following each BSM release, a KPI Stabilization (or Grace) Period will be used to steady the BSM systems and establish baseline data for the Financial Incentive KPI’s.  Following the Concept Demo go-live, the KPI incentives will commence after 4 months and take full effect.  Results of the KPI incentives would be eligible on the 5th month’s BPC bill.  

· Following each subsequent BSM release, a Stabilization Period of 3 months will be used to refine the KPI incentives and establish a new data-reporting baseline.   Any change to baseline reporting data or KPI definitions should be analyzed and reviewed with DLA, Accenture and Lockheed Martin management.  

KPI Measurement Interval 

· KPI Incentives will be measured over the industry standard 12 month rolling average.  This provides a measurement of performance averaging the last 12 months as opposed to a measurement of performance for only one month.  

· The first 11 months should be measured on a graduated scale; that is, the first months measure equals the first month’s availability; the second month’s measure should be the average of the first two months; etc. 

KPI Incentive Payments and Reconciliation 

· Outside of a stabilization period, KPI metrics are measured, reported and enforced each month.  If a KPI Incentive metric is missed, the payment will be charged in the following months’ billing period but held by DLA for reconciliation (true-up) based on the 12 month rolling average.  

· Incentive payments will only be charged for a month where a metric is missed.  DLA will store the incentive payment in escrow until the 12-month rolling cycle determines the KPI average.   At that time, DLA and Accenture will reconcile and the incentive payment could be rewarded back to Accenture.  

· Example #1:  

· In a 12 month period, the Category 1 KPI was missed in 2 months.  

· The 12 month rolling average for acknowledging Category 1 requests = 98.7% vs. the 95% KPI

· At the end of the 12 month rolling average, DLA would return the two KPI incentives to Accenture.  

· Example #2:   

· In a 12 month period, the Category 1 KPI was missed in 2 months.  

· The 12 month rolling average for acknowledging Category 1 requests = 94.7% vs. the 95% KPI

· DLA would have charged and held 2 KPI incentives.  At the end of the 12 month rolling average, DLA would keep the 2 KPI payments.

BPC KPI’s - Deltas from Original Proposal 



	Service Item
	Service Measure

	· System Availability (2.5%)
	· SA definition clarified

· Industry standard 12-month rolling average measurement interval 

	· Network Availability (2.5%)
	· NA definition clarified 

	· Category 1 Performance (2.5%)
	· Acknowledged business hours vs. non-business hours

· Added metric for resolution time

· Performance Incentive increased from 1.5% to 2.5% due to addition of Level 1.5 Help Desk KPI (1.0%) which becomes OBE due to tracking of resolution time

	· Category 2 Performance (1.0%)
	· Acknowledged business hours vs. non-business hours

· Added metric for resolution time

	· Security Response (1.5%)
	· Security definition redefined to meet technical system capabilities

	
	· 


DLA BSM Severity Definition and Prioritization Approach for Reported Problems

Definition and Prioritization Approach
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Level 1 Help Desks will:

· Query user for Severity and Impact Information – using the Information Gathering Job Aide, the Level 1 Help Desk will ask the user specific questions to assess the severity and impact of the incident.  The answers will be entered into the free form Severity and Impact ticket description fields on the ARWEB Service Ticket entry screen.  See sample of potential questions at end of this document.

Level 1.5 Help Desk will: 

· Ensure there is sufficient information to process ticket

· If more information is required to understand ticket, and/or assign Category, the Level 1 Help Desk and/or user will be contacted immediately.  
· If the required information is not obtained on first contact, the ticket is placed in a Hold Status and a second level contact is called to obtain the information
· The ticket remains on hold until the information is obtained, and a metric is kept to track and monitor the time a ticket is on Hold
· Go through a three-step definition and prioritization process using the Severity and Impact information gathered by Level 1:

· Evaluate severity to the business – The help desk will assess the service request in terms of how important responding to the request is to the primary business as a whole, as well as the availability of interim fixes.  Based on this assessment, the help desk will assign a Severity Code from 1 - 5.  (See Severity Table)

· Evaluate impact – The help desk will ask the requestor to describe the incident, evaluate possible interim fixes, estimate how many users are effected, and specify how the incident impacts business functions and other application users.   Based on the response to these questions, the help desk will assign an Impact Code 1 – 3.  (See Impact Table)

· Determine Category - By combining the Severity Code with the Impact Code, the help desk will determine the Request Category.  This will be the basis for scheduling work, assigning the proper resources to the request, as well as reporting service performance.  (See Category Table)

1. During core business hours, acknowledge all problem tickets within 15 minutes, since the Category is not determined until the ticket is acknowledged
2. Resolve or assign all tickets based on the Category Response metric 

3. Monitor all tickets to assess need for escalation 

· Based on the half-life of the category resolution target, Level 1.5 will assess the progress of the ticket and escalate as necessary.    They will continue to assess the need for escalation on every half-life of time remaining since the last checkpoint.  For example, in Category 1 tickets, which have 4 hours for target resolution, the Level 1.5 will follow-up and/or escalate 2 hours after the ticket has been received.  Then again 1 hour after. Then again 30 minutes afterwards, and so on, until the ticket is resolved.

Severity Table – Evaluate Severity to the Business

	Severity
	Definition

	1
	Complete Loss of Business Function or Application, No workaround exists:  Includes items that result in the total inability of end users to conduct key business functions or activities.  In this "System Down" condition, the users cannot use the system or key functions at all, and a reliable workaround is not known.  

	2
	Complete Loss of Business Function or Application, A workaround exists:  Includes items that result in the inability of end users to conduct key business functions or activities using their normal processes.  In this condition, the users cannot use the system as it was originally intended and must rely on temporary workarounds to complete work.  

	3
	Partial Loss of Business Function or Application, No workaround exists:  Includes items that have an effect on the system’s ability to perform normal activities.  This level occurs when part of a key function within the system becomes inoperable, causing minor business functions to be compromised.  In this condition, the users cannot execute some portion(s) of key functions, and a reliable workaround is not known.   

	4
	Partial Loss of Business Functions or Application, A workaround exists:  Includes items that have an effect on the system’s ability to perform normal activities.  This level occurs when part of a key function within the system becomes inoperable, causing minor business functions to be compromised.  In this condition, the users cannot use the system as it was originally intended and must rely on temporary workarounds to complete work.  

	5
	A Change Request to the Existing System for Additional Functionality: This can include requests due to changes driven by interfacing systems, government / agency regulatory changes, adding new functions, changing or streamlining existing functions, etc.  This condition does not relate to end user problems, it is a request to change the way the system was originally intended to operate.


Impact Table – Evaluate Impact

	Impact

Code
	Incident Criteria

	1
	The immediate impact is significant to business functions, and prevents greater than 50 users from effectively using of the system

	2
	The immediate impact is moderate to business functions, and prevents less than 50 users from effectively using the system

	3
	The immediate impact is marginal to business functions, and prevents less than 10 users from effectively using the system 


Category Table – Determine Category

	Impact Code

Business Function Impact; Number of users affected
	Severity

	
	1

Complete loss, no workaround
	2

Complete loss, with workaround
	3

Partial loss, no workaround
	4

Partial loss, with workaround
	5

Change Request

	1
	Category 1
	Category 2
	Category 2
	Category 3
	Category 5



	2
	Category 1

	Category 2


	Category 3
	Category 4
	Category 5

	3


	Category 2
	Category 3
	Category 4
	Category 4
	Category 5


Category Response and Resolution Targets:

	
	Core Business Hours
	Acknowledge
	

	Category
	Maximum Response Time

“A”
	Maximum Time to Initiate Action “B”
	Resolution Target 

“C”

	1
	15 minutes*
	15 minutes*
	4 hours*

	2
	15 minutes*
	30 minutes*
	8 hours*

	3
	2 hours*
	4 working hours**
	3 working days**

	4
	4 hours*
	12 working hours**
	20 working days**

	5
	24 working hours **
	24 working hours**
	Negotiable

	
	Non-Core Business Hours
	Acknowledge
	

	Category
	Maximum Response Time

“A”
	Maximum Time to Initiate Action “B”
	Resolution Target 

“C”

	1
	30 minutes*
	15 minutes*
	4 hours*

	2
	30 minutes*
	30 minutes*
	8 hours*

	3
	2 hours*
	4 working hours**
	3 working days**

	4
	4 hours*
	12 working hours**
	20 working days**

	5
	24 working hours **
	24 working hours**
	Negotiable


Based on these categories, the calculation for measuring resolution times within a category will be:

Maximum Response Time (A) 

+ 
Maximum Time to Initiate Action (B)

+ 
Incident fix & implementation time

Is Targeted to be 
<=
Resolution Target (C)  


Notes:  

· Category 5 requests always have a negotiated resolution target, based on the needs of DLA.  Category 1 through 4 requests will always take precedence, except in an unusual circumstance.

· * Time is based on 7x24x365.

· With respect to multi-domain/level interdependencies, (for the BPC KPI’s), BPC resolution time can be only be measured where activity resides only within the responsibilities of the BPC.  

· **Core Business/Working hours/days.   Defined by BPC as 6:00 a.m. EST to 6:00 p.m. EST, Monday to Friday for working days as defined by the Federal Calendar (AKA “Prime Time”).

· Non-Core Business Hours defined as:

· Monday thru Thursday 6:01pm – 5:59am EST

· Friday 6:01pm thru Monday 5:59am EST

Column Definitions:

· Maximum Response Time:  

· For category 1 through 4 requests: the elapsed time it takes the Level 1.5 Help Desk to acknowledge receipt of a request from local Level 1 help desks or Level 2 organization.  


Incident submitted by L1 (DTS1)

L1.5 converts incident to a problem  (DTS2)

Success =  (DTS2-DTS1) < varies by Category  
· For category 5 requests: the elapsed time it takes the proper support team (i.e. BSM Sustainment, BPC Data Center, DLA Security, DLA WAN) to acknowledge receipt of a request back to the originating requestor. 

· Maximum Time to Initiate Action:  
· For category 1 through 4 requests: the elapsed time it takes the Level 1.5 Help Desk to initiate resolution action(s) for a request after they have acknowledged receipt of the request.  Resolution actions include resolution by Level 1.5 or assignment to and acknowledgement by the proper support team (i.e. BSM Sustainment, BPC Data Center, DLA Security, DLA WAN)

L1.5 assigns to a Level 2 organization (DTS3)

L1.5 assigns to a Level 2 technician  (DTS4)

Success =  (DTS4-DTS3) < varies by Category  
· For category 5 requests:  the elapsed time it takes the proper support team (i.e. BSM Sustainment, BPC Data Center, DLA Security, DLA WAN) to initiate action(s) for a request after they have acknowledged receipt of the request.

· Resolution Target:  The elapsed time it takes the proper support team (i.e. BSM Sustainment, BPC Data Center, DLA Security, DLA WAN) to develop and implement a work-around/fix into the production environment, starting with the acknowledgement of the request

Bridging remaining KPIs/SLMs:

1. User Callback - Callback initiated to end user within 60 minutes (when required to clarify or resolve problems)

· This metric is overcome by events that already occur as part of responding to tickets for categorization.  However, it also provides a metric that helps to measure the quality of Level 1 ticket information gathering.  We expect to continue tracking this metric to assist in trending the quality of Level 1 information gathering and for process / job aide improvement input.  However, we recommend the metric should be dropped as a performance metric.
2. Assignment to Level 2 - Properly assign 95% of BSM tickets level 2 issues within 30 minutes

· We believe that this metric is incorporated within Category 1 and 2 metrics and what becomes more relevant is not where assignment of the tickets occurs, but that tickets are resolved within the target timeframes for a category.  Tickets may require more than one Level 2 to properly diagnose and resolve.  We suggest that we continue to track where tickets are assigned during resolution for trending purposes.  However, we recommend the metric should be dropped as a performance metric.
3. Security Violation Response – Notify the DLA security representative within 15 minutes for greater than 95% of all alerts.


All actions that are judged to be security violation / intrusion attempts (e.g. network attacks or user login attacks) are typically monitored by the LM InfoSec group (which is an authorized representative of DLA) and not the Help Desk system in order to avoid logging attacks into DLA systems.  For these type of attacks, the Network Intrusion Detection System (IDS) and Firewall software will generate alerts in their respective consoles based on rules / alarms established in the software.  These type of violations will not be connected to Help Desk Remedy system for automated tracking – instead these notifications will go directly to the InfoSec team, who is responsible for monitoring IDS and Firewalls and their event / security logs will serve to quickly escalate these violations to DLA and resolution.  The metrics can be provided between the timestamp of the event(s) and the time a notification to/by InfoSec team occurs to DLA.

If alerts are allowed to generate alarms to the Patrol Enterprise Management console, and/or if InfoSec analysts decide to create tickets on Remedy, they will create and automatically categorized as Category 1 to get the fastest resolution possible.  In this case, Security tickets will be reported as part of Category 1 service metrics.

DRAFT – Information Gathering Job Aide:

Illustrative examples of questions that need to be answered by the user and recorded by Level 1 Help Desks as part of the Information Gathering Job Aide:

1. Does this incident result in the complete loss of a DLA business function or a “System Down” condition for a BSM application?

· The user can not perform a core DLA business function such as financial management, supply and demand planning, procurement, or order fulfillment

· The user can not gain access to any BSM systems

· The user can not gain access to the SAP applications, Manugistics applications, AMS applications, SeeBeyond EDI/E*Gate/E*PM applications, Citrix or the BSM Portal

2. Can the user login into the DLA network and access other applications? 

3. Does this incident result in the partial loss of a DLA business function such as some portion of financial management, supply and demand planning, procurement, or order fulfillment?

· The user can access some part but not everything they normally access within SAP applications, Manugistics applications, AMS applications, SeeBeyond EDI/E*Gate/E*PM applications, Citrix or the BSM Portal

4. Specifically, what part of the BSM solution is the reported incident occurring within?

· What DLA business process is being affected

· What BSM application is being affected

· What module within the BSM application is being affected 

· What transaction is the user trying to execute within the identified module

5. Is there a known workaround to the reported incident?

· Can the user accomplish this activity through other means, such as temporary manual procedure until the incident is resolved?

6. Is the reporting user the only person encountering the incident, or is it affecting other users?

7. If the incident is affecting more than one user, what is the estimated number of effected users?

8. Is the reported incident repeatable? 

· Can the user reproduce the incident on a regular basis? 

· Can the user document the steps that lead up to the occurrence?

9. Does the reported incident have a recoverable set of supporting data associated to it?

· Can the user provide a data case(s) that will reproduce the reported incident? 

10. Who besides the reporting user can provide additional insight into the reported incident?

· Has the local BSM process requirer gotten involved and understand the incident

· Has local technical support gotten involved and understand the incident

A. There is no change to the dollar value of this order as a result of this change.

B. All other terms and conditions remain the same.







